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EXECUTIVE SUMMARY

Thisdeliverable describes the detailed technical evaluation of the outcome of Paot Pilot 2

in thelmmersiaT\project. The aim of the document is to report the technical specifications and
performance of the project components, describe the cutriesues and provide guidelines for
better performance.

After the introduction, section Zrovides an overview of thémmersiaTVplatform and
components. In sectiorB, we go through the most noteworthy technical problems and
limitations faced in Pilot 1 dtoth the production side and the engser side In section 4 we
explain how invideo capturing andvisualizationwe observed optical distortionswhich are
mentioned and described. Next, the video stitching software used in Piletintroduced and
the stitching errors are further explained. In thieleo editingpart, we report the improvements

in the Adobe Premiere plu@, portals and scene transitions. The distortion types observed in
Pilot 1 (including Blocking, Ringing, bamd colour artifacts) are described and shown by
examples.The issues related to distribution, reception and interaction atso described in
detail.

According to the observed issues and lessons learned in Riltnumber of guidelines are
provided in gction 4 to improvethe performanceof pre-production andpost-production.
Moreover, some desirable features are suggested that could be added to the current
ImmersiaT\platform. Section 5 summarizes the current status of user requirements mentioned
in deiverable D 2.3.

The architecture of the ImmersiaTV platforfior Pilot2 is briefly described in section 6. The
technical specifications of the tools used in Pilot2 and the technical experiments are provided in
section 7. Different modules including prodweti tool, codec, projection and remapping,
reception tools and QoE module go through substantial evaluations and the results are
summarized and discussed in this section. Finally, section 8 addresses the conclusion.

D4.3 Technical Evaluation 2 Version 0.6, 22/01/2018
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1. INTRODUCTION

1.1.Purpose of this  document

This report will detail, iteratively, the technical aspects of the outcome of the pilots: what

2Nl SR YR ¢KIFId RARYQUX ¢KIFG aKz2dZ R 6S AYLINRGS
The technical evaluation will beentred on the performance ronitoring of the components

delivered in the various iterations of the project.

1.2.Scope of this document

This documentis divided intomain three sections. It starts with a brief overview of the
ImmersiaTVplatform and the technical specifications of videapture, stitching,editing,
compression, distribution, reception & interaction, and QoE feedback. A more elaborate
description can be found in deliverable D3.1 (Architecture design). Section 3 goes through the
most noteworthy technical problems and limitans faced in Pilot 1 at both the production side
and the enduser side. The impact of the occed technical problems on the user experience
will be reported in deliverable D4(User Evaluation). Section 4 lists the most important lessons
learned and soma guidelines gathered frodmmersiaT\partners.

1.3.Relation with other ImmersiaTV activities

This deliverable is part of task T4.3 (User and Technical Evaluation) in WP4 (Demonstration
Pilots). The relationship between this task and the other WP tasks isnshelaw.

4

End user User and
Requirements N g:;r:t?::‘ -y Pilots L 5 Technif:al
(Task 2.1) Content (Task 2.4) (Task 4.2) Evaluation
Ideation, . (Task 4.3)
Production T
Scenarios
Professional user (Task 2.3) Software Software
Requirements Architecture || Implementation
(Task 2.2) (Task 3.1) (WP3)

'y

Figurel: Role of T4.3 within themmersiaT\platform
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2. IMMERSIATV PLATFORM OVERVIEW

ImmersiaT\aims to distribute omnidirectional and directive audiovisual content simultaneously
to head mounted displays (HMD), companion screens and the traditional TV. The content
distributed is constituted of one or more omnidirectional videos, complemented vetesl
directive shots, and metadata detailing how to merge these streams in an immersive display,
coordination with directive and omnidirectional videos also showraditional TVs and tablets.

As detailed in Deliverable D3:JArchitecture Desigh the ImmersiaT\platform involves the
following processes:

2.1.Video Capture

The acquisition of the video streams coming from 360 omnidirectional camera systems as well
as other sources such aighresolutiondirective cameras, video clips, textual informatiamd

other metadata required for generating omnidirectional video enriched with audiovisual and
auxiliary information in further stages.

2.2.Video Stitching

The combination of video streams from the omnidirectional camera systems (constructed using
multiple physical cameras) into260-degreevideo.

2.3.Post -Production (Offline or Live)

A set of tools and plugins for the montagejour grading, and processing/enhancement of the
360-degreevideo material. The outcome of the peggtoduction phase is a set of synchronized
video signals to be played on the each of the display devices of the end user (HMD, companion
screen, and traditional TV).

2.4.Compression (Encoding)

Reduction of the bitrate ofhe video signals (produced offline or streamed in +tiake) by
removing unnecessary or less important information.

2.5.Distribution

Transmission of the encoded video signals from the server at the production side to the
centralized computing unit at the endser side. The transmission channel encapsulates the
selected video streams into network protocols.

2.6.Reception & Interaction

Reception of the encoded video signals at the -@isdr side. The player communicates with
different display devices to make sureethideo signals are properly received and synchronized.

2.7.QoE feedback

The QoE module estimates the perceptual quality of the visualization on the display devices at
the enduser side by means of subjective and objective metrics and suggests adjustminats of
network/encoding/rendering parameters at regular time intervals that will optimize the overall
quality of experience of the end user.

1 http://www.immersiatv.eu/wp-content/uploads/2015/11/D3.3Architecturedesignversion0.9.pdf

D4.3 Technical Evaluation 10 Version 0.6, 22/01/2018


http://www.immersiatv.eu/wp-content/uploads/2015/11/D3.1-Architecture-design-version-0.9.pdf

Horizon 2020
European Union funding
for Research & Innovation

|M@|ATV m European
Commission

3. TECHNICAL SPECIFICATIONS OF PILOT 1 AND THE
OBSERVED ISSUES

Pilot 1 focuses on offline video production scenaridgestitching of the omnidirectional scenes
captured by several cameras was performed using AutoP&@onidirectional and directive

streans areprocessed and aligned usimdf the shelf stitching tools andn Adobe Premiere

Plugin specifically designed to @dmulti-platform videos, combining omnidirectional and
traditional videos, both standalone areimbeddedas video inserts within the omnidirectional
scene

After offline production, the video signals are compressed using the H.264 codec, transferred to

a5! {1 &aSNIBSNE FyR N}XyaYAGGISR (2 OSyidNI}t O2 YLz
unit runs a dedicated player that communicates with different display devices to make sure the

video signals are properly received and synchronized on each oflidpay devices. All

components required to achieve the goals of Pilot 1 are depicted in Fgure

Omnidirectional

camera system Directional
' | 1} ‘ camera system 6 '
ll s

g 7
+ )

Metadatafiles Metadata

Offline R R > —
—> R - -~ —————— l4  Production

Tools pieieieieiiaie Il M —

Videofiles Video

Figure2: Architecture design of Pilot 1 (cf. D3.1)

This sectiondescribesthe technical specifications of the different components in the
architecture design and sums up the most noticeable issues that were observed during Pilot 1
(see tablel). Thenextsection lists important lessons learned from these technical issues.

DesignComponents | Technical issues

1. Video Capture & Some optical distortions in the 360 video material may be resol
Visualization with a better calibration and smarter camera setup

2. Video Stitching Some stitching errors would have been less visible if they had
appearedn less sensitive parts of the scene (e.g. objects in the
foreground or through smooth curves)

3. Post Production Slow Adobe premiere plugin makes video editing more

cumbersome

4. Compression Compression ratio is too high: distortion artifacts of different tyg
were clearly visible in foreground objects (blocking, blurring,
ringing, etc.)

5. Distribution Highresolution content could not yet be handled by the DASH
player.

6. Reception Synchronization between HMEabletand TV is sometimes

& Interaction disrupted whenwiH network is unstable.

Tablel: Technical issues per design component

D4.3 Technical Evaluation 11 Version 0.6, 22/01/2018
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3.1.Video capture

Figure3: Displaydevices available to the endser in Pilot 1

3.1.1. Camera specifications and setup

Pilot 1 deploys the one 6 Camera Rig with GoPro3 and one 3 Camera GoPro4 rig with a set of
Entaniya 220 lensé$or off-line omnidirectional content capturing. These capture desistore

several video streams on SD cards, whidhstitched and made available to dffie processing

tools.

The H3PROG6 rig enables to combine 6 GoPro Hero 3 Black cameras together for capturing
omnidirectional video streams. Each piece of the camexa & 12MPix CMOS sensor and
produces H.264 encoded stream or provides HDMI live output. The cameras support storing on
microSD/microSDHC cards in resolution up to 4K, although the frame rate in UHD resolutions is
rather poor (12 or 15 fps). Each camera dilas Full HD resolution in 60 fps (recording) or 30 fps
(HDMI output). In this specific case, each camera recorded 2,7K at 23,98 fps. By using Pro Tune,
we managed to balance the exposure between cameras.

The QBIiC Panorama X camera rig enables to combir@BiKE cameras for capturing
omnidirectional video streamsThe @merais equipped with CMOS sensor and supports
resolution up to Full HD in 60p. (recording) or 30 fps (HDMI output). The camera has WiFi output.

The most important parameters of the describeamera systems with output capabilities are
described and compared in Table 2 (cf. D3Atchitecture design).

3.1.2. Optical distortions

The spherical lenses in HMDs and in the capture devices induce optical distortions of which
geometric distortions are thenost common and important type. Geometric distortions in the

360-degreevideo material result in straight lines being perceived as skewed curves. Several
scenes in the Pilot 1 demo suffered from clearly visible geometric distortions in certain angular

2 https://www.entapano.com/en/l/panoramic_camera panorama.html
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pergpectives (Figure 4) on both the tablet and the HMD. Some distortions at the capture side
could have been avoidday improving the calibration quality of the cameras.

Camera Rig # sensors = Output resolution

6 Max resolution/frame rate

6x1920x1080p/60 fps when recording on SD card

6x 1920x1080p/30 fps on HDMI output

H3PROG6 Rig

4 Max resolution/frame rate

4x 1920x1080p/60 fps when recording on SD card

4x 1920x1080p/30 fps on HDMI output
Elmo QBIC Panorama X rig

Table2: Pilot 1 camera specifications

Geometric distortions

Figure4: Geometric distortions observed in Pilot (&) A video frame with equirectangular projection. (b) Zeom
patch of theframe_(a) for better visualization of geometric distortion. (c) A video frame with equirectangular
projection and (d) Zoormn patch of theframe_(c) for better visualization of geometric distortion.

D4.3 Technical Evaluation 13 Version 0.6, 22/01/2018
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3.2.Video stitching

3.2.1. Stitching software

The original plan for Pildt was to use VideoStitch to merge the footages of all cameras in the
rig to a360-degreevideo. However, Videostitch studio software was only availabléViodows

and could not beintegrated irto the MacOShased pre and posgtroduction framework of
Lightlox. As a result, Lightbox resorteddsoftware from outside thémmersiaT\¢onsortium,
named Kolor Autopanowww.kolor.com/autopanoj.

3.2.2. Stitching errors

While stitching errors occurred with approximately tbeme frequency in every scene of pilot

1, they were far more visible in sensitive areas such as foreground objects and complex edge
patterns. Since not all scenes are as easy to stitch and render, there should be given clear
guidelines from the posproduction side to the preroduction side about the scene
composition, camera calibration, camera position, etc. For exartiesamera operatoshould

be aware that the parallax effect influences the stitching performance and can aditets
(ghosting) Parallax is defined as the difference in alignment between two objects, when
observedfrom different viewpoins. The parallaxeffectis happening when the images are not
taken from the same placdhe parallaxanintroducestitching errors (by making seams more
visible) especially when the objects are close to camera.

In caseof static scenes, it is important to think about the locatiorcafmerato get less stitching
errors. For example, in Figurethe stitchingerrors are visible irthe pattern of the goal net.
Moreover, this part of the scene has a lardepth of field(the net, theball and the background

are in different depths), which complicates the stitching process even more. The stitching errors
would have beethess visible if the cameras were reoriented so tift main parts to be stitched
were grass patches.

Another solution is to protect certain areas in a scene using a mask, such as the face of the
football player in Figuréb.

Unfortunately, relocating the&eamera rig or applying masks may not solve stitching problems
when an objectis movingor the scene is dynamidue to camera meements. Thisis, for
examplethe case for thesrisp bridge discontinuity inidgure5d. However, as the bridgeagpart

of the background, the stitching error could have been made less visibéplying a local
blurring filter or another blending technique.

Besides a smoother blending of the different segments of the scene, one should always check
that the colour information of the stitched fragmentmatch In Figuresc, there is an abrupt
change ofcolour saturation which was caused by different exposures of the cameras. The
differences in exposures should have been compensatedfoe.VideoStitch Studicoftware
enables automatic exposure compensation/correction and it can be a solution.

3 http://www.video-stitch.com/studio/
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Stitching mistakes

Figureb: Stitching mistaked/ideo framesand zoomin patchesfor better visualization of the stitching errai(a)Error
in football net. (b)Errorin person face. (dpolour mismatch of stitched fragments. (Bjidge discontinuity
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3.3.Video editing

3.3.1. Workflow

After video capture and stitchingnffline video editings performed The video editing consists
of a set of tools and pluginwith the functionality of synchronizatiorof multiple 2Dvideos,
omnidirectionalvideos,and auxiliary data. These data come from the Video Acquisitiod
Stitching blocks. Videediting, in generalis a complex process with many stages. In the prpject
typical mediacreationis extendedby adding new technical possibilitidspweverthey also
impose some restriction®n the content creation process. All of the required additional
functionalies areimplemented and added to Adobe Premiere Pro as a set of plugins.

Theae are three main stages added to the standard editing workflow:

1 synchronization of media for different output destinations
91 defining portals/transitions/interactive points
1 exporingto different output formats

By adding three stages to the typical contesttition workflow, separate processes for each
device (TV, tablet, HMD) are merged into one bigger process.

3.3.2. User friendliness of the Adobe Premiere plugin
The user friendliness issues of the plugin can be summarized as follows:
1 Plugin Adobe Premiere is slavhich makes rendering slow for pgstoduction
Plugin drains too much power from the machines. Small edits take huge time
9 Design of scene transitions not yet intuitive enough

The Adobe Premiere pltig has improvedsignificantlyfrom its inception. Atifst, the plugin

only allowed to add static portals on an omnidirectional content. These portals offered the
possibility of combining and synchronizing 2D contents with 360 videos. Subsequently,
interactivity functionality was added to the portals offeginfor instance, the possibility of
making a transition from one scene to another or making a portal appear or disappear.

In addition to the features discussed abowerrently, this plugin offerghe possibility of adding
input and output transitions tahe different scenes, making the effect much friendlier.

Finally, this plugin allows the content creator to select what content they want to export from
the project and for what devices they want to be available, therefore speeding up the edition of
multi-platform content.

A preview of an edited scene can be observed in the Program Monitor window. Selecting the
Portal effect in the Effect Control windoenables overlay in the previewhat visualizes
parameters of a portal and allows their direct modificatio

3.4.Compression

Compression is required in order to allow efficient streaming of the content after stitciuirly
video editing.In the first iteration (offline encoding with minimal restrictiongpmersiaTV
adopted H.264 as the choice codec due, in part, to the ubiquitous availability of compatible
decoders.
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In pilot 1, many compression artifacts were noticeable in the 360 videos played on both HMD
and Tablet. These artifacts include blockiogour artifads, ringing, and blurring.

Blocking artifacts are rectangular blocks in highly compressed video material. Theynostiyr

in fast motion sequences or quick scene changes. Figure 6a shows clearly visible blocking
artifacts in the classroom scene of pilotThe artifacts on the right side are marked in red using

an edge detector.

Compression artifacts in the chroma color channels lead to distact#durs In the metro
adlaArz2y alOSySs GKS ¥F22006FftfSNRA& | N¥Y I LIS N&

Ringing difacts are distortions near sharp transitions in a signal. They are caused by loss
high-frequency information. Visually, they appear as bands or "ghosts" near edges. The
breakfast scene in Figure 6¢ contains many ringing artifacts, which are manegtan the right

side using an edge detector.

The high compression ratio also causes sharpness defects and loss of details. The foreground
objects in Figure 6d are blurred and some details only become more visible after sharpening, as
shown on the righside.

The decrease in resolution leads to a loss of important details in the video. One of the problems
is that the equirectangular projection magnifies less important parts of the scene such as the
floor and ceiling and reduces the size of objects in ¢bater of the scene. By reducing the
resolution in such a projection, many foreground details will be removedegionaware
projection andremapping(e.g. pyramid or halback cubicpefore encodingcan mitigatethis
problem. To preserve more detailsa regionaware remappingcan be used tgout more
emphasis on important parts of the scenelowever, the regioraware method impacts
perceived visual qualityo, it was decided to usguiredangularprojection which is not region
aware.

3.5.Distribution

In Pilot 1,due to Dash server limitation#, was necessary to use limited resolution for the
content delivered to HMD and Tablet.

The IBC CongresSdptember 201@&msterdam)demonstrationcontained a 360 video (1080p,
8Mbps), TV scene (1080pMBps) and paals (640x360, 1/bps). The videos are encoded at
25 FPS (frames per second), 25 GOP (Group of pictures). The segment length of tHeABPEG
contentis 3 seconds.

The nexdemonstrationwas shown in the NEM Summiitdv. 2016Porto). The demo contained
360video(1080p, 3.7Mbps), TV scene (1080p, 2.7Mbps) and only one portal (34000B0p4)

in the tablet and the HMD (Heauounted display). The contents were encoded using the same
parameters used at the IBC congress.

The latest, more recenlemonstratbn setups tested in the laboratory aimed to improve the
guality of the videos. We have already run a 360 video (2560x1440, 4Mbps), TV scene (1080p,
2.7Mbps) and only one portal (640x36M0&bps) in the tablet and the HMD (Heatunted
display). Theaechnical testvideos are encoded using the same parameters used at the IBC
congress. The recemést setup delivers a better experience besauthe spherical videos are

UHD Theselatesttechnical tests have not been evaluated with eumgers.

In Figure 7a theafces of the main actors in the scene are not well recognizable and details are
lost. In Figure 7b the texts on the board in the center ofdlzessare not readable.

To improve the endiser experience, the resolution should be increased in the next pilot.
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Compression artifacts

Figure6: Compression artifactga) A video frame and zoem patch for better visualization of the blocking artifact.
(b) A video frara and zoonin patch for better visualization of the colour distortion. (c) A video frame and Zzoom
patch for better visualization of the ringing artifact. (d) A video frame and ziogpatch for better visualization of
the blurring artifact.
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Missing details

Figure7: Missing detailsThe face details in (a) and. the texts in (b) are missing.

Tests: different encoding settings, different frame rate

The table3 shows the characteristics of the videos that have been used to perform the tests.

360 Video TV Portal
Test vectors Resolution FPS Bitrate Resolution FPS | Bitrate Resolution FPS | Bitrate
(Mbps) (Mbps) (Mbps)
1SP_1080p_TV_108IPT_360p| 1024x512 25 2.3 1024x512 25 2.9 426x240 25 0.638
1SP_2K_TV_2k_1PT_360p| 2560x1440 25 3.7 2560x1440 25 3.5 426x240 25 0.638
1SP_4K_TV_4k_1PT_360p| 3840x2160 25 3.7 3840x2160 25 4.3 426x240 25 0.638

Table3: The characteristics of the test videos

Below we present the table containing thefresh rate of the graphics card fdifferent devices

and for different playback modes (tablet, TV or HMD). The results are presented in frames per
second. They clearly show how the HMD mode requires considerably more demanding
resources, as well as which devices can reasonably handle sheiteos, and which cannot

handleproperly.

SamsungGalaxy S7 SamsungGalaxy S7 SamsungGalaxy S6 SamsungGalaxy S6
(Tablet mode) (HMD mode) (Tablet mode) (HMD mode)
1SP_4K_TV_4k _1PT_360p 29.933.1 18.224.7 15.2-20.0 12.1-13.5
1SP2K_TVZ2k_1PT_360p 38.957.9 27.333.4 25.431.2 16.520.7
1SP_1080p_TV_108IPT_360p 56.7-61.8 35.645.7 26.635.1 22.230.8
Nexus 7 (Tablet mode) Nexus 7 (TV mode) SamsungGalaxy S6 SamsungGalaxy S6
(Tablet mode) (HMD mode)
1SP_4K_TV_4k 1PT_360p Not supported Not supported Not supported Not supported
1SP2K_TV2k_1PT_360p Not supported Not supported 7.910.2 12.1-16.8
1SP_1080p_TV_108IPT_360p 9.0-12.2 10.1-13.5 14.417.7 24.029.3
Android TV Pixel C (Tablet mode) Pixel C (TV mode)
1SP_4K_TV_4k_1PT_360p 7.1-10.6 3.24.2 3.94.6
1SP2K_TVZ2k_1PT_360p 24.528.7 7.2-8.7 8.89.6
1SP_1080p_TV_108IPT_360p 44.848.3 8.912.0 12.1-:15.2

Table4: measurements per second
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3.6.Reception and interaction

In theon-demandscenario of pilot lvideos were published cenHTTP server. After connecting

to the server the player presented a list of available content. Each content included versions of
video dedicated for different devicesdirective video for TV, omnidirectiohgideos for tablet

and HMD. Wers couldstart playout byselectng one positionfrom the list. All the connected
devices (TV, tablet, HMBJ)ere presening the same selectecbntent (the same story), but each

of them in a version dedicated for that devie@n HMDusers could freely seleetdirectionto

look atby movementf the head. On tablets they could do this moving tablet aroandnthe
touchscreen.

The main concern for pilot 1 was synchronization between HM@nd Tablet. In the unstable
network environmen encounteied during thedemonstrationin IBC (Amsterdam), the streams
sentto HMD and tablet were delayed and easily got out of sync with the TV. The synchronization
problem could not be further investigated when it occurred and the temporary solution was to
reduce the bitrate of the transmited signaland number of receiversLater tests and
developmens have helped to improve this aspecgsulting in proper synchronizatiosuring

the pilotin NEM Summit (Porto). For pilotriitial synchronizatiorbetween HMDTVand Tablet

took several segnds but as soon ag was achieved no further synchronizatisssues were
observed. It is now possible to synchronize much fasiarless thara second.

Solving synchronization issues allowiedusingon increasing resolution of conteplayout It
wasalso a key point for presentimgultiple video streams on the same device e.g. additional
directive view composed into omnidirectional vielsack of synchronization between videos
would be even more disturbing than on separate deviéasing pilot 1 it vas presented in a
limited way- only onevideo insert at a time wagsible on Tablet and HMD. The interaction was
limited to switchingvideo inserson and off.

For the next Pilot, we need a more durable solution based on adaptively changibigrtte of
the signal based on the quality of network connection using the D#8&tdcol. Currently, the
DASH player is not yet configuredswitch between different quality presets.
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4. LESSONS LEARNED FROM PILOT 1

4.1.Guidelines

According to the observed technical issues in Pilot 1, a number of guidelines are provided to
improve performance of different stages of ImmersiaTV platform.

4.1.1. Shooting

The guidelines for shooting are summarized as follows:
Never shootseparatelyomnidirectional and directional scenes meant to be synchronized.

Shooting the scenes independenigyproblematiqfor instance, first with the 360 Rig amext

with the directional cameras). The problem is that adequate synchronization will never be
possible becase the acting (movements, moving objects, timirggs,) will never be exactly the
same between take#s well, i is important to use same frame rate for all cameras during the
capturing process.

The best way to shoot a documentary with omnidirectional and directional cameras
simultaneously would be to have some micro 2k cameras around the set, hidden by props in the
set design. This approach still necessitates some rotoscoping of the micro cameeasove

them from shot but this will be easier than removing an entire crew with filming equipment.

Put the directional cameras and crew in an area where there will be no interaction

Another good approach is to put the directional cameras and crew in an area where there will
be no interaction of characters or moving objects. In this case, another take of the same scene
without the crew and directional cameras suffices to be able toaeethem in posproduction.

Pick up the tripod holding the 360 rig at the beginning of each take and rotate it 180 to 360
degrees, making regular pauses.

A good method to apply on the shooting set is to pick up the tripod holding the 360 rig at the
end of each take and rotate it in 180 to 360 degrees, making regular pauses. Laterin post
production, this movement of the cameras on the rig will give a clear idea if the cameras are
synchronized correctlfpy aligning the motion of all the captured vid®dn addition, the pauses
between rotations will image the same scene by each camera sensor, and will give more
opportunities to correctly calibrate the rig.

Use a live preview system to review the scene composition before shooting

It is recommended to wsa quick or live preview system, such as an inexpensive camera like the

Ricoh Theta S, or a better rig connected to Vahana VR, to let the director have a preview of the

scene composition anthe LJt | OSYSy G 2F | O02NBRY ALIKSANADE {2 MIARS:
ail 22YAy3a 2yé | &ddzo2S00 aryO0S (KS SyGANB &aLIKSNEB
GKA&a fAO0SNI& G2 3dzA RS pracksSn adquasPriyduciion Istépdo8Ssyiai A 2 y & L F

made on location, and the composition ofthescésyg 2 & adzA 4G G KS RANBOG2NIRa A
to berepeated however this is not always possible, due to time and resource constraints.
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4.1.2. Video calibration and stitching

9 Carefully pick up a calibration scené:or aitomatic calibration (using VideoStitch
Studio or Vahana VR for instanc¢i)s better tochooseafootage sequence with suitable
content This meansChoose a sequence that includes enough details (if a camera is
shooting 100% the sky, it will be hard to calibrate). Moreover, check a sequédtere
there are no close objects in the video.

1 Calibration on several frame&/ideoStitch Studio enables calibration on several frames,
if the alibration on a sequence failed

1 Rotate your rig and launch the calibration agaiBy rdating the camera, new etails
can be obtained on the overlapping part of the images, which will enable VideoStitch
Studio or Vahana VR to detect new control points. The newly created control points will
accumulate with the previous ones providing a better chance to get a sudotess
calibration.

9 Using an external calibration software such as PT®uhe automatic calibration is still
producing unsatisfactory resultene solution is teexport individual frames from the
input video and use an external calibration software, whaeers can interactively
select and review control points. PTGUI is a helpful software tool to make a more perfect
stitch of the camera rig output. Especially for parallax issues between cameras.

1 Move camera rig at the beginning of the tak&y moving theeamera rig at the end of
the take, the VideoStitch software gives a more accurate result on the synchronization,
by aligning the motion of all the captured video. By changing the position of each video
on the timeline the synchronization can be further wpized before starting the
stitching process. This way, and finally, we will have the perfect synchronization to
finally move to the stitching.

1 Keep the actors at least three meters from the camera @jitching solutions are still
in their infancy, e.gminor parallax problems are difficult to avoid for now. Keeping the
actors at least three meters from the camera rig can leave these stitching and parallax
problems largely unnoticed, by making a perfect stitch for the actors and ending up with
some bad stching in unimportant areas with no character interaction in the scene.
Minor parallax stitching issues can be resolved in AfterEffects and PhotoSkhich
issues can be correctemlie LI Ay liAy3d 2dzi 6KI G 6S R2yQi
parallax probéms

9 Stitching issues are more severe on certain locations (such as faces, patterns, etc), so it
is more efficiento protect such areas by performing a conscious stitching.

4.1.3. Post -production

A good communication between preproduction and postproductsinhes is needed because
preproduction setups (camera adjustments, scene details and object distance from the lens, etc)
can influence the complexity of postproduction.

4.1.4. Video compression, transmission, and reception

1 Adaptive streaming can help to mitigatgnehronization issues in case of an unstable
network.

1 A consciousremapping of the equirectangular projection needs to be done to avoid
missing detailsSome regions of the scene contains visually important details (for
example the face details of an actrtexts, etc)while they occupy a very small portion

D4.3 Technical Evaluation 22 Version 0.6, 22/01/2018



Horizon 2020
IMMERSIATV m Europe'an_ European Union funding
Commission for Research & Innovation

of the scene in mequirectangular projection. Therefore, it is important to detect such
areas and perform an adaptive projectitmpreserve such aredsom sever distortion

1 Higher resolution is neked particularly in omnidirectional video® improve visual
quality. Frame rate increase from 25Hz to 50Hz is recommended on HMD and Tablets.

4.2.Desirable features

In addition to the aforementioned guidelines and suggestions, some new features can be
included in the ImmersiaTV platform to increase the argr satisfaction:

4.2.1. 3D immersive audio

The 3D immersive audi@cordingis meant to reflect the way we receive sound in real life,
creating rich soundscapes you would experience if you were actually there.

In past decades3D audiorecording was a novelty which was utilized for less technically

demanding methods. But with thBlh &S 2 F @A NI dz-r £ NBIFf AdG& KI NRgI NX
a2NLIKSdza X | YR 1{shsmsdd¢par@ent ob @&alidit 3D audio to fully immerse

their userst 3Daudio can have significant influence to increase the immersive experience. 3D
immersiveaudiois becoming an important todh virtual reality development.

4.2.2. Stereoscopic content

By generating stereoscopic content, the illusion of depth is created which helps for better
immersive experience. However, there may be some challenges to use Stgpi®o3D in VR.

An important issue is to have a proper geometric arrangement of stereo canvéhes moving

a camera rigthe left and right camera must be horizontal to each oth&ny small stitching
misalignment (error) magnifies in 3D which leads toaigliscomfort for end user#naccurate
implemented3Dimmersivevideo footage can cause a great discomfort to the viewer including
eye strain or nausea.

Thestereoscopic omnidirectional videzan beachieved byprovidingtwo projectedviewsfor

left and right eyesThe perspective projections will carry horizontal parallax effects that
human brains will analyzas depth cuessimilar toconventional stereoscopic videddowever,
3D omnidirectional contenintroduces critical issues:

The camera rigs that capture such omnidirectad scenes use several sensdpsie to the
physical occupancy of the sensors and lenses, the sensors do not share the same centers of
projection, and view themselves the scene under some parallax. This paraliiz nestitching
errors fesulting in broken objects and ghostieffects. In monocular omnidirectional videos,
such stitchingerrors are just seen as visible impairmeimgpacting the quality, but without
further consequence. In stereo omnidirection&eos, the stitching erronnay not be identical
andcoherent between the left and right eyes. Tladacoherencies cannot be anatygkzproperly

by our human brain, and result in visual discomfort and fatigue. Remedying to these
inconsistencies requires lat of effort in postproduction andnanually editing the stthing
masks to avoid artefact§ his kind of postproduction is beyond the scope of the project for the
offline pilot, and impossible for live pilats
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4.2.3. High Dynamic Range

High Dynamic Range ImagifdJRI) has recently gained attention ahé affecting almost all
fields of digital imagingHHDRI overcomes the limitation of traditional imaging by performing
operations on color data with much higher precision. HDRI can represent all cotbisregl

world close to what can be perceived by the human @gelay many statef-the art video game
engines perform rendering using HDR precision to provide more believable virtual reality
imagery.

Enabling HDR needs provisioning new capturing and visualizdéwites on the ImmersiaTV
platform. It also needs to redesign theneoding system to support for HDR content
compression. Howevethe main bottleneck is that theIMD and mobile phones/tablets are not
able yet to visualize HDR content and tone mapping méshare required to convert HDR to
SDR.The HMD and tablets needs to support higher brightness and contrast ratio in future to
enable HDR omnidirectional video visualization.
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5. STATUS OF USER REQUIREMENTS IN PILOT1

In the DeliverableD 2.3 - Content ideation, production scenarios and requirement analysisr general user scenarios (U8 )pilotl with their specific
requirementshave been identifiedThissection summarizgthe status ofthe requiremens mentioned in D 2.3section 4)

Each requirement in the table is coloured by one of colour codes (green, yellow, and red) indioatinglhthe requirement is addressed:

Thegreencolour implies that the requirement is fully addressgdilowmeans the itemis addressed but it can be improved aretl shows that the item

is not addressed.

As it is shown in the table, most of the requirents are addressedhe relevant requirements which aessential for operation of the ImmersieT
platform are already enabledhowever, there are some additional features that could not be addressed or they will be fulfilled in pilot 3. Among the

requirements that are not fully addressed;EDIT10 and REDITL1 arethe most relevant issues, as they limit possible visualizations

US1.StoryPreparation

RequirementDescription

Current Status and Future Steps

R-STORM The content creator can create the main storyline

It is possible to create the main storyline. However, this new narrative parad
requires experimentation and reflection in order to improve this particular point.

R-STOR¥® The content creator can defe the main and side

This featureR S LISy R& YIAyte 2y GKS tF&d LAY

R-STORY The content creator can define the user interactio
design

characters unigue features.
RSTORY The content creator can define the detailed stor] Due to the lack of information and knowledge inrtes of narrative creation with this
structure. specific medium, this is still up for debate. Further experimentation will show h

detailed one can craft a story within these constructs.

In terms of the plugin, this is still being worked. Hopefully in the near future we will
able to test it with test audiences to better understand how to craft a better interactig

R-STORY The content creator can define the muftiatform logic

It is possible to define the muiglatform logic, when it is correctly implemented with
the story.

4 http://www.immersiatv.eu/wp-content/uploads/2015/11/D2.3Contentideation-productionscenariosversion0.9.pdf
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|/

R-STORM.1 The content creator can define the interaction points
LRNIFEZ 'w 202S8@ti@Y OF LIiA2y X 3

Currently, the main issue is how countettuitive the organization of this material hag

to be conducted within premiere pro. Looking forward to, through collaboratig
getting this point as optimized as possible.

RSTORM3 The content creator can specify use of audio f¢ Thefeatureigs 2 NJ Ay 3 O2NNBOiGfe&od LG LXle&a |
guidance and transitions not viable.

Table5: Status of the requirements fatory preparation (US1)
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US2. Production Preparation

1177 4

RequirementDescription Current Status andFuture Steps

R-PREPROR The content creator can perform first VR preview ¢ It is possible to perfornfirst VR preview. It allows the content creator to understan

relevant scenes if the location is viable for 360° shooting.

RPREPROB The content creator can define the VR/directivy The content creator can define the VR/directive capturing strategy. However, s(
capturing strategy field testing has yet to be done to fully understand the extent of ssicdtegies and
their specific applications.

Table6: Status of the requirements for production preparation (US2)

US3. Edition and Compositing

RequirementDescription Current Status and Future Steps

REDIT5 The content creator can use of an advanced mode in| Advanced mode in thediting software is not addressed directly, but it does ng
compositing software (Nuke, Adobe After Effects) prevent user from enhancing content with tools other than Adobe Premiere.
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R-EDIT8 The content creator can also credtamersiaTV scene typologies

i.e., interaction between devices, through conditional transitions within t
editor timeline

There are no interaction between devices currently, different scene typolog
can be created.

R-EDIT10 The content editor, using either a classic video editor or { Transitions are implemented as Adobe Premiere plugins with correspong
advanced one, will easily define transitions between omnidirectional vide

g shaders a player side. Defining transition as black and white video matte is
using black and white video MATTE. available.

R-EDITF16 The export functionality W accept sequences involving differen
aspect ratios, due to differences in omnidirectional and traditional vid
formats (most likely solved through nested sequences).

The export functionality takes into account aspect ratios.
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Table7: Status of the requirements for editing and compositing (US3)

US4 .Content Playback

RequirementDescription Current Status and Future Steps
R-PLAY1 Basic controls. The basic controls of the player will ®&lect media | The media source can be selected from the plagarrent situation is
source Play, StopSelect tablet or HMD mode that the user has to stop every device in order to playback a new contg

The HMD or tablet behavior can be selected by going back to de
selection screen.
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R-PLAY9 Basic audio control in the eagser devices Stereo audio is available and can be muted fitbmdevice.

R-PLAY11 Second screen scene definition: The definition of the second scr

view (mosaic layout) in the tablet must be defined within the content producti
process.

The mosaic layout is not available yet, it will be implemented for pilot

Table8: Status of the requirements farontent playbackUSY)
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6. IMMERSIATV PLATFORM OVERVIEW IN PILOT 2

ThePhase 2 of ImmersiaTV development aims to implement and employ tools that demonstrate
Pilot 2 and adapt the framework for running the live scenario. The architecture of the Pilot 2 is
shown in Figuré.

Omnidirectional
camera system Directional
camera system ‘ <

1 -

[~ mamme Encoding Production Distribution Reception
Tools TS T
Video Video ~
'r’ \\
2’ \\
Off-line
QoE Logger
Analysys

In Pilot2, several cameras with ability to capture in fix@le as well as processing tools for live

stitching are employed. The cameras usethispilot include:Go Pro/EImo rigs combined with

+ KFYyl +wX LyGSmaedds dévdtoped hyNYid€oStitich, sMin@IEDM camera,
commercialized in their AZilPix spff under the name Studio.One and directional broadcast

cameras: Grass Valley LDK 800te architecture of Capture modules are depictedrigured

andthe technical pecifications of cameras and stitching tools are elaborated in@8d D3.2.

The stitched omnidirectionalnd directional streamare combinedin the live production tool.

The tool provides reatime editing and mergin@f several video files. The outgiof the live

production will be transferred to the DASH server, transcoded, and served in -MIREB
AGNBFYFotS F2N¥YIFG G2 0SS RSEtAGSNBR (2 SyR dza SNID:

Figure8: ImmersiaT\architecture in Pilot 2
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Figure9: Architecture of the capture modules for Pilot 2

5 http://www.immersiatv.eu/wp-content/uploads/2015/11/D3.1DesigrArchitecture. pdf
8 http://www.immersiatv.eu/wp-content/uploads/2015/11/D3.2Capture-components. pdf
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7. TECHNICAL SPECIFICATION S OF TOOLS IN PILOT2 AND
PERFORMANCE EVALUATI ON

This section describes the technical specifications of different tools devetopiadkeployedfor
Filot2. Theperformanceis evaluatedased on several technical experiments.

The architecture othe system suggests that a dynamic scenery is captured from multiple
cameras. Every frame is stitched and edited in order to formd@6@idirectional video content,
which is fed into a multimedia server. The 3@@nidirectional content is mapped to a
rectangular frame and encoded. The encoded bitstream is then passed on to the content
distribution network (CDN), which 4teansmits the content to the receiving devices for
decoding, remapping and consumption.

The deployed system targets to host both conteleivery and livestreaming events. In the
former case, low endlb-end time delay is a main requirement. Thus, the time allocation of the
entire processing timeline should be kept at the minimumaddition, thecomputational cost

of each moduleshouldbe evaluated to ensure th8awlessfunctionality of the systemThe
technical specifications and performance evaluation of modules developeHldt2 are
explained in the following subsections.

7.1.Production Too | Performance

The mmersiaTV platform offersset of tools to extend the production process and enable new
forms of storytelling. Cineggroduction software package is developed for live editing and
broadcasting of omnidirectional content in Pilot 2. The software provides user interface for live
VR poduction and dynamic manipuian of omnidirectional scenes.

The overview of the Cinegy production tool ipresentedin FigurelO. The application and
functionality of the tool are elaborated in deliverables D°&ad D 3.3,

= < I

Cinegy Transport

RTMP RTSP

— Delay/Sync — Preview

RTMP
Metadata

Metadata

—

RTP

RTMP Transform [N Cinegy Live VR

Metadata
T

MPEG-DASH

Distribution

Segmented MP4

Publish

Figure10: Overview of the live production tool

The peformance of the production tooils evaluatedthrough several experimentsThe most
complexpart at production sidds related to the encoding of live streams from cameras in order
to conform to MPEEDASH specifications and align to segments boundafieerefore, the
encodingprocessn productiontool istestified as it consumes the most computational power.
Other functionalities do not require complex technical processing andlynmatated to the user
interface Benchmarking were done with special internal tools made by Cinegy for encoding
scores calculation:

7 http://www.immersiatv.eu/wp-content/uploads/2015/11/D3.8ProductionTools. pdf
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Cinescorg(available from Cinegy Web site)

- Parallel GPU encodings benchmark (under development)

7.1.1. Benchmarking the perform ance of
different graphic cards

H.264 encoding on

The maximum possible performance of the NViBd&ed H.264 encoding is evaluated on
different graphic cards. Four graphic cards with different architestarel price levels were
used in the experiment. Ehspecifications of the cards are summarized in T@ble

Quadro P2000 GTX 1080 GTX 960 Quadro M3000M
. GPU Name: GP106 GP104 GM206 GM204
(@]
1)
§ Process Size 16 nm 16 nm 28 nm 28 nm
o
o Transistors 4,400 million 7,200 million | 2,940 million 5,200million
Memory Size 5120 MB 8192 MB 2048 MB 4096 MB
g“ Memory Type GDDR5 GDDR5X GDDR5 GDDR5
(S
%’ Memory Bus 160 bit 256 bit 128 bit 256 bit
Bandwidth 160.2 GB/s 320.3 GB/s 112.2 GB/s 160.4 GB/s
S GPU Clock 1370 MHz 1607 MHz 1127 MHz 1050MHz
g
n
S Memory Clock 2002 MHz 1251 MHz 1753 MHz 1253 MHz
8 8008 MHz 10008 MHz 7012 MHz 5012 MHz effective
effective effective effective
Shading Units 1024 2560 1024 1024
(@]
E Pixel Rate 58.80 GPixel/s| 110.9 GPixells| 37.70 GPixel/q  33.60 GPixells
S
8 | TextreRate | 94.08 GTexells 277.3 75.39 67.20 GTexells
&9 GTexells GTexells
Floatingpoint 3,011 GFLOPY 8,873 GFLOP]| 2,413 GFLOP}| 2,150 GFLOPS
performance
Price (EUR) 450 600 200 850

Table9: Specifications of the graphic candsed in the experiment

In the first test, the maximum possible frapper-second (FPS)f H.264 encoding with High
Quality profile enabled were collectddr three resolutions running on four different graphic
cards. Next, e corresponding FPS results weprojected to the max possible retine
encodings for the live streams with 30 fpEhe test results are shown in Table 10. As it is

8 https://open.cinegy.com/products/cinescore/10.4/
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expected, the FPS is decreased when encoding higher resolutiensPS is stifufficientfor
reaktime 4Kencoding. Tie Quadro P200@nd GTX 108Bave delivered higher FSthan the
other graphic cards.

GPU Card FPS Streams, 30 fps
UHD | 1/2UHD | 1/4UHD | UHD| 1/2 UHD 1/4 UHD
Quadro P2000 | 135 298 1270 4 9 41
GTX 1080 125 279 999 2 2 2
GTX 960 96 205 807 2 2 2
QuadroM3000M 86 186 742 2 6 24

Table10: The maximum FPS and possible-téak encodings for different video resolutions using four different
graphic cards.

As it is observedin Table 10, de to hardware architectural limitati®®) GTX cards cannot
perform more than 2 parallel encodings even if there is enough processing power available.
Quadro cards do not have such limitation thus allowing more than 2 parallel encodings at once.
Therefore the most cost effective is usage of Quad?2000 type cards that cauerform up to

4 x UHD@30 fps encodings on a single dmieGTX 960 / 1060 cards can be of the same price
range but will require 2 slots on motherboard.

7.1.2. Benchmarking of GPU load based on stream processing

The second experimerdims to measure the GPU load when different stream resolutiyes
encodedat production side.Single card Quadro M3000M was used for tests. Input stream
4k@30 fps was passed to H.264 encoder unaltered (1:1) and downscaled (1:2 and 1:4).
Additionally, pardlel encodings of the same stream were done to check how load is scaled with
the number of streamsTable 11 presents the GPU load famcoding ofdifferent stream
resolutions.

Resolution/# streams 1 2 3 4
11 46 92 - -
1:2 19 39 48 67
1:4 5 9 15 21

Table1ll: GPU load of encoding process in production tool.

As indicated in Table, ttrdependencyof GPU loado the number of streams is quite linear and
predictable. GPU load dependency based on frame size is also close to litleaome
additional overhead added by downscaling of the original frame before encodings,
maxmum capacity of the encodings and their configuration can be estimated for the given card

type.

7.1.3. Benchmarking of parallel encodings for MPEG -DASH
alternate re solutions
To enable MPEBGASH delivery of streanf®r different devices with different decoding

capabilities, the system generates several stream versions in parallel. Here, we report the GPU
load whenlnput stream 4k@30 fps was encoded aatdthe sametime the alternate stream
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versions were generated (1:2, 1:4ingle card Quadro M3000M was used for teJigble 12
summarizes the results.

Number of streams
é 11 1 1 1 1 1 1
% 1:2 1 2 0 0 1 1
é 1:4 0 0 1 2 1 2
GPU load 67 85 51 57 71 78

Table12: GPU load for parallel encoding of different MPB&SH stream resolutions

The results confirm that iis possible to generate several stream versions at once with small
additional overhead for MPEBASH delivery to different devices with different decoding
capabilitiesThe graphicard load is quite predictable so recommendations on configuration can
be done for a given card type.

7.2.Codec System Performance

Considering that a significant amount of time is usually spent during the encoding of the
broadcasting content, the tradeff between time delay, target bitrate and visual quality has to
be efficientlyaddressed. Here, the retime processing constraints imposed by the selected
hardware encoder are reported. Furthermore, based on our experimentation, the resource
usage of the coding module for various complexity settings is demonstrated.

7.2.1. HEVC encoder h ardware specifications and parameters

In this turn of the project, HEVC technology is integratetthénsystem. Considering that HEVC
brings higher visual quality at the expense of complexity, given the bitrate, the performance of
the encoder computing ptborm is of crucial importance. In this section, an overview of the
selected coding module is provided along with its encoding capabilities and features.

To reach quasi redgime encoding, a higiperformance hardwardased codec was integrated

to the multimedia server who receives the stitched content. In particular, the selected hardware
is a Pascal generation GPU of NVIDIA, which providesfuglerated video encoding for both
H.264 and HEVC. Its performance is independent of the graphics performahdbas, neither

the graphics engine nor the CPU module are loaded with encoding operations. This is particularly
useful, considering that both mapping and encoding are performed on the same machine (See
Deliverable 33ca 9y O2RAYy 3 YR 5SO2RAYIELE0D

Two caling engines are physically present on the silicon, as illustrated in Figusad multiple
hardware encoding contexts are natively supported with negligible corsexching costs.
Thus, an application can encode multiple videos on the same systeftasienusly, subject to
the hardware performance limit and available memory.

9 http://www.immersiatv.eu/wp-content/uploads/2015/11/D3.4Codingand-Decodingmodules. pdf
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Decode HW* Encode HW*
Formats:
3 M?EG ? Formats:
o V1 « H.264
+ VP8 . H.265
& :-/(p;yl » Lossless
« H.265 Bit depth:
* Lossless * 8 bit
* 10 bit
Bit depth:
« 8bit Color™
* 10K . YUV 4:4:4
* 12 bit « YUV4:2.0
Color* _ Resolution
« YUV 4:20 « Upto 8K***
Resolution
* Upto 8K*™**

* Diagram represents support for the NVIDIA Pascal GPU family
**4:2:2is not natively supported on HW
*** Support is codec dependent

Figurell: Hardware architectur®
The capabilities of the selected hardware encoder are outlined below:

1 H264 Base, Main, High Profilesncode YUV 4:2:0 sequence and generate H.264 bit
stream

H264 4:4:4 Encodingncode YUV 4:4:4 sequence and generate H.264 bit stream

H.264 Lossless Encodirlgssless encoding

1 H.264 Motion Estimation only Modeprovide Macreblock level motion vectors and
intra/inter modes

1 Support for ARGB inpuencode RGB input

1 HEVC Main Profiteencode YUV 4:2:0 sequence and generate HEVC bit stream

1 HEVC Mainl0 Profilesupport for 16bit content and generate HEVC bit stream

1 HEVC Lossless Encodifagsless encoding

1 HE\C Sample adaptive Offsesignificant improvement of encoded video quality in

HEVC
HEVC 4:4:4 Encodingncode YUV 4:4:4 sequence and generate HEVC bit stream

HEVC Motion Estimation only Moderovide CodingreeBlock level motion vectors
and intra/intermodes

1 HEVC 8K Encodingupport for 8192x8192 resolution content

Various Rate Control (RC) Modes and flags can be set through the SDK that is provided for the
configuration of the hardware. A combination of these parameters enables video encoding at
varying quality and performance levels. Indicatively, in Tal8e the performance of the
hardware encoder is demonstrated under different RC Modes. The input is a YUV video
sequence of 1920x1080 resolution and 4:2:0 chromasarpling with &it. The frames er

second (FPS) indicates the encoding speed.

10This figue is taken byhttps://developer.nvidia.com/nvidiavideo-codecsdk#collapseOne
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Tablel13: Performance of the hardware encodér

7.2.2. Encoder Performance Evaluation and Efficiency

This subsection provides the results of the performance evaluation of the encoder system.
Resolution of the uncompressed 360 video sequences used in the experiments is 3840x1920
(4k). Length is 10 seconds.

The numbers in the tables below were obtained from the tests on EPFL encoding server with
Linux operating system and nVidia GPU GeForcelG3XX(Pascal architecture). The software
system is described in Deliverable 84 9y O2 RAy 3 I yR 5SO2RAYy 3¢ D

Preset Encoding AVCQ Encoding HEV( A\I/Déi?_lljll_:tvc A\I;cc);s>s|LeEs\s/C
nvenc HQ 89.39 88.82 94.00 55.59
nvenc HP 89.34 89.02 131.54 55.72
nvenc low latency HP 91.20 88.76 131.54 55.61
nvenc low latency HQ 82.78 88.88 131.54 55.71
nvenc Lossless HP 79.20 62.20 114.57 55.53

Tablel14: Encoding and transcoding performance in FPS for different presets

iError! No se encuentra el origen de la referencmesents performance numbers in frames

per second of encoding and transcoding test 360 degree video sequences with different preset

parameted ® G 9y O2RAy3A | £/ ¢ O2fdzyy O2yGlFAya cCct{a ¥
2

-
GOy O2RAYI 19+/¢ O2fdzYy O2yil Ayad Chefadt A¥&2 NI Sy O2 R

1 NVENC_DA6209001_v08.pdf
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