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EXECUTIVE SUMMARY

Thisdeliverableaddresseshe content ideation anghroduction scenariofor pilot 1 and2 of the
ImmersiaTV project, as well asrequirement analysisegardingtechnical specifications and
software development needs thdtaveto be considered to create and deliver synchronous
experiencedased on omnidirectional and directive vidEw live eventsacross devices (HMD,
tablet, TV).

In Section 2the off-line and livepilot use casgare suggestedbased on isightsgathered fran
interviews and brainstorms witprofessional content creators and end users (D2.1 and D2.2)
Keypilot concepts are introducedopllowed bya detailed reference pilot content scenarieor
pilot 1in particular we describe the different shooting optiorisr simultaneous recording of
directive and omnidirectional content. For pilot Zet foreseen ImmersiaTV extension of
traditional TV capturing of cyclocross in the pilot-gpt is described, and the targeted
experience is illustrated and explained bagsdconcrete user interface exampldsor oftline
pilot 3, we elaborate the new concepts introduced that come with the newly introduced
exploration mode. For the live pilot 3, we describe the extensions with regard to live pilot 2.

Basedon these pilot content scenarig, we describein Section 3he correspondingoroduction

and consumptiorscenariosand user storiesor off-line andlive immersivecontent creationin

the threelImmersiaT\pilots, approachedrom both professional and end user perspectifben

we discuss the consequences these user scenarios have in terms of technical specification and
software requirements in the contexff content creation within the scope of ImmersiaTV (multi
platform content based on omnidirectional vide®or offline documentary production we have
detected the need for developing three tools:

- a tool for production preparation

- an edition tool allowing for the creation of synchronous omnidirectional and directive
content targeting different platforms, and

- a multiplatform player allowing to visualize the content created across devices

For pilot 2, acentral and essential role is played by thiee Production tool, which is the live
equivalent of the offine edition tool of pilot 1. It takes in incomingtitched)streams from
omnidirectional and directive capturing devices, provides the operator with live editing
capabilities produces metadata streams and synced video streams and sends it to distribution
encoder for delivery to consumers. In contrast with pilotEncoding is a redime inline
production processing step, requiring a series of traffs and encoding design decisions that
affect the quality of experience, which will be assessed by the Quality of Experience module
both on server and client sideinflly the ImmersiaTV Player (Reception, Interaction & Display)
will be further accommodated to deal with the live scenarios of pilot 2.

For pilot 3, which stages advanced versions ofiné and live ImmersiaTV scenarios, the user
scenarios further build um pilot 1 and 2 adding new functionalities for professional users and
more advanced experiences for end users.

Finally, in Section 4, an overview of the technical specifications and software requirements for
both off-line and live scenarios are listed.iglwill be used in Work Package 3 to design the
ImmersiaTV software architecture.
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1. INTRODUCTION

1.1. Purpose and scope of this document

Thisdeliverableaddresgsthe content ideation angbroduction scenariofor pilot 1 and2 (and

to some extent pilot 3)of the ImmersiaTV project, as well #se technicalneeds and
requirement analysigegarding software development needs to create for capturilingg
productionand delivey of livesynchronous experiences across devices (HMD, tablet, TV) based
on omnidirectional video.

This document is organized @nset of structured insights and requirements that together with
the outcomes ofTasls 2.1and 2.2, as well athe content ideation proess in Task 2,3lefine
the software requirementsand technical specificationggarding content production and end
user experience.

The D2.1 and D2.2 insights and requiremeigisnerated based on a very open and human
centred design approachgre servingas input for thedetailed software requirements and
technical specifications regarding content prodoatand enduser experience, as well dse
content ideation proces®ilot contentand production scenarida D2.3.In Task 3.1, as opposed
to the morehybrid approach (generic and Immersiadpécific) in D2.1 and D2.2, the focus is
explicitly on the pilot scenarios based on ImmersiaTV concepts.

More specifically, end user experience requirements (D2.1) and professional content format
requirements (D2.2)are feedng the content ideation process to define the pilot content
scenarios in Task 2.3; while the professional workflow requirements that are relevant within the
scope of ImmersiaTV (D2.2) are elaborated in more detail into a list of formal software
requirements and technical specifications. These technical requirements are organized
according to the different system componen(sapture, stitching, live production, encoding,
distribution, display, quality of experiencef)the endto-end ImmersiaTV wéflow, in order to
achieve a ondo-one mapping with Task 3.1

Content ideation process &
production scenarios

5HOMMzABWR SE LI NJ\S S5Hdo {2FG6F NB NBI dzA N
NBIlj dzZA NBYSy i a

5H®HY t NBFP dza SNJ

G2NJ] Ft 206 NBI dzA NBY

Figurel lllustration requirement creation process in WP2

In Section X4 (pilot 230 = ¢S LINPGPARS a2YS SEFYLX S adNI O0S&a¢
format requirements have rippled through into the pilot scenarios.

In Section 5, a visual overviglustrateshow the different WP2 activities are interrelated and

how the requirement creation process leads to the D2.3 pilot scenariosherfdrmal set of

requirements.

In D2.3, he requirements are numbered indifferent way than for D2.1 and D2.2. In order to
have a clear mapping with Task 3.1 (Architecture DedigaYequirement numbering includes

D2.3 Content ideation, production scenarios ar 9
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the according system component in its name followed by thguirement number for that
component, e.g. FSTI3 (stitching).

1.2. Scope of this document

The ImmersiaTV DOW already outlines several details regarding thesendgxperience and
the production tools which are relevant for this documentleéastthe following sections of the
DOW are relevant:

Page 8, section 1.3.1, Concept:

This project will use omnidirectional video enriched with novel techniques of audiovisual
production to deliver a novel form of Broadcast content that matches the demands of immersive
displays, and can be shared with tablet and traditional TV consumers.

Using a head mounted display it is possible to render several video streams, not necessarily
omnidirectional, simultaneously, smartly inserted within its very large field of view. ifisests

would be experienced as audiovisual portals, which would appear, grow, cover the whole field of

GASSE 2NJ RA&LFLIISEFNE RSLISYRAY3I asgeibéhadoyr. UsikgS & G 2 NB
this technique, the solidly proven techniques used to aldatives within an audiovisual

productiong close shot to show the reaction of the main characters, slow motion to repeat a

crucial moment, etc.- can still be used in the context of immersive displays, where cuts between
omnidirectional shots would pvoke discomfort.

It should be noticed that the previous choices in content format do not prevent these experiences
to be broadcast live, and we will demonstrate the benefits of this approach both for offline and
live production.

Page 129, section 1.3.2Qontent Format:

The use of audiovisual portals will be complemented with the delivery of content in 2 temporal
modes: broadcast and exploration.

A broadcast mode, where the timing and order of the scenes and events forming the broadcasted
content will befixed at the production stage. The broadcasted content will therefore be shared
across devices, even if the emser will still have some freedom to choose what portion of the
scene he looks at.

Therefore the experience is not coherent across devicesdeaate user will choose freely the
scenes he will receive. An exploration mode, where eacluisgr through his head movements

or by moving his tablet, will be able to navigate across scenes, affect their order as well as the
timing of events are delived. In exploration mode, there are different paths that the-esdr

can explore.

Page 134, sectioh.3.2.6 Display and Interactian

In addition, it will send to the server emder anonymized information in order the codecs can

define a region of interesiThis information will also enable the ender to send through social

YSRAF fAyl1a 2F LAOGIINBA 2N GARS2a AFerwamS dza SN
to create a video of a particular viewpoint, or sequence, he or she will only sgmbbvel

information back to the central server, where the appropriate video sequence will be generated,

and made available through a unique link automatically generated in theusats device, to

allow him or her integrating this experience within hisiabmedia channels.

D2.3 Content ideation, production scenarios ar 10
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The enduser will:

T LY Yy AYYSNRBRAQGS RAaALX @&z KI @S | 0O0Sa
result of the endliza SNB Q | OGA2yas az2Y$S gAftt K
storyteller.

1 At certain moments be able tohaose one of several video sources through head
movements, or tablet movements

1 Inanimmersive display, the user will always be able to move his head around to explore
the main omnidirectional image

1 Inatablet the user can pan around, and zoom. He canshlare a video of his individual
explorations through social media

In addition, this software solution will be able to handle synchronization across devices within a
completely distributed architecture.

Page 95, Section 1.3.3. Work package descriptions:

Traditionally, the creation process of a TV production is as follows: define the story, research the
story, write the scenario, prepare the shooting logistics, write call sheet (people planning),
capture the story, pogproduction of the captured materiahd distribute the finished program.

In the context of ImmersiaTV, we have to gradually develop anduiresthis creation and post
production process, in order to include immersive content and to cater for different immersive
devices. Production toolgrimat creation and scenario mechanisms, interaction design and the
basics of the new cinematographic language have to be developed and adapted to maximize the
engagement of the audience with the immersive content.

Thelive pilot scenario is introduced aftiefly described op page 22:

Pilot 2 (Production led by VRWjll use the lessons learnt from the first pilot and adapt its offline

production pipeline to live scenarios. This pilot will use cyclocross as a case. Cyclocross uses a
looped track, which allws for fixed omnidirectional camera points at the most spectacular points

in the track. Cyclocross uses a closed track on a mixed underground (dirt, sand, mud, grass,

g GSNE AOSs ay26X03x GKAa Aa || OSNE &atdd@il OdzZ I NJ
hundreds of thousands watching it on TV and online. Of all live sports coverage available, we
selected cyclocross because of its possibilities to show the sport as if you were on the track with

them, or as one of the spectators at the race. Thikgive us insights in how and when to use
omnidirectional video and sound and will also give us some first directions on how to combine it

with basic interaction and layering, e.g. to provide more information and background. The
complexity of the live @nt will allow us to test reaime production tools and will teach us what

g2NJla YR ¢gKIG R2SayQi a FINIIFa dzaSNI LISNOSLI A 2

The following goafor live production toolingvas formulated on page 50:

Liveproduction tooling: automated tools to assist the director in creating the immersive live
exgerience, based on the different content and data feeds. The goal is to create an enhanced
SELISNASYOS O2YLI NBR (2 OdzZNNBy (bmogeampléx2y > A (K2 c

1.3. Relation with other ImmersiaTV activities

Based on the structured insights in end user and professional user requiremsgruded in
deliverables D2.1 and D2.this document is the result of thanalysis olmmersiaTV content

D2.3 Content ideation, production scenarios ar 11
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formats, production strategy and requirements, focused thre technical workflow to realize
these scenariosThisdocument will be usedvithin WP3 for the software architecturéesign
(Task 3.1), as well as for the content creatfdask 2.4)the pilots(Task 4.2)and the technical

evaluation(Task 4.3)The relationship between this task and the othelated ImmersiaTYasks
is shown below.

I |
End user Content User and
Requirements N onten Pilots Technical
(Task 2.1) - > g;esit;’z) ”  (Task42) | ”| Evaluation
Ideation, i (Task 4.3)
Production T
Scenarios
Professional user (Task 2.3) Software Software
Requirements Architecture —¥®| Implementation
(Task 2.2) (Task 3.1) (WP3)
i

Figure2: Relation between this deliverable and other WP2 tasks
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2. CONTENT IDEATION

2.1. Off -line documentary

In this section, wedetail considerations that need to be taken into account to define a
production strategy to create immersive content in a muiivice environment (HMD, TV,
tablet).

2.1.1. Shooting options

Shooting content that works both for ondirectional and directie formats (i.e traditional 16:9
format) imposes several restrictions on how to shoot. In proof of concept shootivegksave
learned that it is very hard to shoot them separately and then montage themthe
correspondingisame) tme windowafterwards. The actors cant perfectly synchronizetheir
performance of one take to the performance of another talfethe same shotlt also gives
problems with audio. If the performance was not perfectly in sync, the viewer might miss certain
parts of dialogue, or hear parts of dialogue two times when switching between media.

Therefore we suggest that directive shooting and 360° shooting for ImmersiaTV happens at the
same time. However, since itaften not desirable that the camera cremeeded for a directie
camera shooting is present in the omnidirectalvideo, it is necessary to decide whshooting
strategy will be adopted early orsince this will have a significant impact in the rest of the
content production. Several workflowseapossible.

2.1.1.1. The 360° camera doubles as a directional
camera

The output product of a 360° camera daex necessarily need to be 360° video. Using the 360°
video that it produces, we can place a virtual camera inside this 360° view that takes a 16:9 cut
out of anydesiredorientation and zoom level. Thértual camera can be fixed or animated, and
traditional cuts can be made by switching to different camera rotations in time.

Advantages

9 There is no directie camera crew, so no additional postproductioméeded to remove
them from the 360° view.

1 Camera movement that is not possible with a traditional camera caappdied e.g.
very robotic camera movement or camera movement with a certain easing. These are
possible with simple animations in After Effects

Disadvantages:

9 All camera standpoints of the directive edit originate from the same standpoint, so
creative shots are limited

1 The maximum zoom level or clege level isrestricted by the resolution of the 360°
camera

1 The performance of the actors htasbe checked by the actors themselves, or a wireless
live preview system needs to be used so the director can check if the performance was
satisfactory

D2.3 Content ideation, production scenarios ar 13
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2.1.1.2. 360° camera shoots a clean plate on scene to
remove crew in post  -production

On location, a cleaplate can be shot by the omnidirectional camera. This is a certain duration
of video where no crew or actors are present. This video can later be used to superimpose on
the directional camera crew to hide them from view.

Advantages:

9 The directional camerarew has much more freedom with their standpoints and
framing
1 Director can be present during the shoot to check the performance of the actors

Disadvantages:

1 Using the clean plate to mask away the crew adds a very significant amount of work in
postproduction

1 When the actors cross in front of crew members, the actors have to be cut out frame
by-frame in a process called rotoscoping

1 If the lighting conditions changguring capturingthe clean plate will ntongermatch
the lighting conditions of the actuahot, so it canot be usedanymoreto mask away
the crew. Therefore this method is only viable when there sufiicientamount of
control over lighting conditions.

2.1.1.3. The crew is visible in the 360° shot

For certain types of content, it is not needed taé the crew. It is natural that they are there.

For example in a news gathering situation, the 360 camera can give an extra perspective to an
interview with a person. The interviewer, traditional camera man and boom operator are in
interaction with the iterviewee for a "behind the scenes" view.

This is also the expected workflow to capture a live event, like a soccer match. Other camera
crews are in full view of the 360° camera but they are expected to be there.

Advantages:

9 Gives a unique perspective dmetscene
1 Lends a lot of credibility to the reporinothing is hidden

Disadvantages:
1 Only applicable to a very limited type of content

2.1.1.4. The crew hides behind strategically placed
objects in the scene

Objects or walls that occlude the directional cameraw could be used in the scene.

Advantages:

1 The crew is hidden with minimal peptoduction
9 The directional camera crew has more freedom in making shots

1 https://en.wikipedia.org/wiki/Rotoscoping
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Disadvantages:

1 Objects might be taking up a very prominent space in the scene

1 Crew has to be wary ohadows and reflections

1 Requires more planningnight be more gited for a fiction narrative wre the same set
is reused

2.1.1.5. Mini cameras are placed on the tripod

This is avariation on workflow2.1.1, whereall shots willessentiallybe from the same pointfo
view. Here we use higher quality camera®te@rcomethe resolution limitations of workflow 1.

Advantages:

9 Since the tripod has to be removed in post anyway, this option adds minimal extra post
production
9 Offersbetter quality than a 360° camera cout

Disadvantages:

1 Framing canot be corrected by a camera operator
1 No camera movement possible except for motorized rigs
1 Everything is filmed from the same standpoint

2.1.1.6. Micro cameras are placed on the set

As a variatioron the 2 previousworkflows this configuration allows hidingnicro cameras
around the set and ptting them hidden behind props (exnside a fruit baskie on a balcony
between plates). This approach does not need (or directly excludes) the preseang ofew
memberon st duringthe filming.

Since on the set there is only the tripod for tB60°video and the hidden cameras, minimal
postproduction is required. Howeverhére must be avery clear storyboardand extensive
planning onthe placement ofthe micro cameastaking into a&countthe movements of the
actors.

Advantages:

1 Minimal postproduction

1 The directional camera crew has more freedonpiieparingshots giving more options
in the editing phase

9 The director is free tadd as many cameras he wants to cover all the actions

1 Several standpoints are available for shooting

Disadvantages:

1 Framing canot be corrected by a camera operator
1 No camera movemest(panning, tilting, etc.) angossible
9 Little or no improvisatiofy the actords possible

2.1.1.7. The scene consists of CGI and/or
composited video

Not all productions require a full 360° video setup. Digital environments can be used in
conjunction with CGI characters @hroma keyideo. A good example of this is the David
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Attenborough Giant Dinosaur video by BBC Ohtps://www.youtube.com/watch?v=rfh
64s5va4see alsd-igure3).

360° meet the largest dinosaur ever discovered - Attenborough and the Giant Dinosaur - BBC One

Figure3: Sample of the video from BEQG\ttenborough and the Giant Dinosaur

Attenborough is standing on a platform in front ofGhromakey background, filmed i a
directive camera. This footage is then inserted into a fully CG environfbatenvironment
doesn't have to be CGl, it can also be base860° photography or video.

Advantages:

91 Allows for very complex shots
9 Full control over the environment

Disadvatages:

1 Allows less interaction with the environment by the actors
1 Lots of postproductionrequired

1 Lots of planningequired

1 Only for highbudget productions

2.1.2. Interaction within and between devices
There ardifferent platforms involved in Immersia®éntent experiences

1) television,

2) second screen and

3) head mounted display
The main milestone to achieve in pilot 1 is synchronized content, created offline, delivered
across these three devicesol the outcome of theiserworkshops and internal brainstorming,
the followinginteraction mechanisms, both between and within devices, can already be taken
into account to specify the requirements in terms of interaction. We will generically refer to one
of these interaction mechasms using the termimmersiaTV Scene Typolodyhese are the
different possibilities considered:

1) Aregular broadcast oV, and a multicamera selection menu on the second screen.
Clicking on one of the menus in the second screen triggers a content on the main screen
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2)

3)

4)

5)

6)

7

and/or on the second scree@ptionally, there is an option to send it to the TV (it does
not need to happen always).

The viewer is presented map view in an HMDhe can see all the video streams
available and looking into one takkinin that stream The map views activateckither

by looking to a specific visual item, by usargoverlay or with a button on the HMD

An experience in an immersive display, where thewpoint selected by the user by
moving his head is also shown in the television. As an alternative, this viewpoint could
appear as a picture in picture

Content created synchronously live (for example, covering a live event with traditional
and directivecameras) can also be experiencgghchronouslyive through different
devicesin the corresponding formats. The same concept can be applied fdineff
content.

A tablet usercansee the content just as if is a traditional TV documentary, but when
trimmed omnidirectional shots are shown on the tabletibé 6t S G2 af 221
FNFYSé aAayvYLi e o0& Y20Ay3 KAa GFoftSi 02N
tablets, it would be enough to point this fact with a visual mark superimposed on the
content.

An omnidirectional production in the HMD and an insert that isiadow onthe TV
content. Optionally, looking at it switches to a TV view in the HMD, with an insert that
allows switching back to omnidirectional view.

The TV shows a portion of the amirectionalvideo, and the tablet shows the same.
Dragging in the tablet changes the view in the TV

It should be noticed that the previous list is not exhaustive: the content creator should be able
to create its owrimmersiaTV scene typologygthin the content creation process.

2.1.3. Pilot 1 Content production scenario

At the current stage of the production, the following points are clear:

T

1
1

The project will be a fictionalized documentary. This is the only option possible given
the production constraint¢see gction2.1 Shooting options).

Content that is synchronous across deviadsbe available all the time

Production wise, we will use the option described in setfd.1.6 Several directional
micro camerawvill be placedaround the set given thécontrolled)actors positions and
movements. This avoids having any charaf@ew, Director) on scerikat are not part

of the script In postproduction, we will only have to remove the tripodf the 360°
camera andhe micro cameras from the footage.

For omnidirectional video recording we wilsethe 6XxGOPRO RIG. The assemlilly
consist of 6 cameras put together in a RIG attached to a tripod or monopod to film the
scenes.

The filming crew and the set decoration crew will have to work together from pre
production to postproduction not only on thelesired footageand style he director
wants for the project but also on the planning of where to put the micro camerds an
how to hide them with props.

We will have the following crewn set director, director of photography, camera operator,
assistant camera operator, makg asgstant, digital image technician, art director, wardrobe
director and producer.

D2.3 Content
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We now introduce a detailed script for this fictionalized documentary, corresponding to the
scenes planned and the content available in each device.

Detailed scenario descriign

Immersia TV
DRAGON FORCE: the Making of future heroes
Total time: 15 minutes

Storyline:

In this documentary, we follow the steps of David, a young Portuguese athlete who
joined Dragon Force, FC Porto football school, to pursue his dream of becoming a
successful football player. During his busy, hard-working days, we will meet his family,
his friends and the dedication of this 14 year old dreamer. Shot in immersive
technology, "Dragon Force: The Making of Future Heroes" gives you a literal inside
view of what it takes to become one of the great.

SCENE 1

KI D6S ROOM
Time: 1 minute
Camera: 360°

ltbés early in the morning, the room is sti
can hear footsteps coming from one side (the side of the door). Someone opens the
door.

Mother enters the room, stays a little while watching her son sleeping and starts to
wake him up.

Mother:

Davi d, ités time for you to wake up.
The kid initially turns his face around but then he raises his head and looks for his
football gear the other side of the room.

The kid gets up and goes to the kitchen for breakfast.

SCENE 2

FAMILY IN THE KITCHEN

Time: 1 to 2 minutes

Camera: 360° (first person view, like if the user was sitting with the family at the table)
Conversation between the members of the family around the kitchen table while having
breakfast. Mom (Teresa), dad (Miguel), the kid (David) and his sister (Maria).

Users can hear other noises such as a cat (Emilio) meowing.
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The conversation is a normal one, from a family point of view. Father asks David how is
it going in the football club. The sister says she wants to join too. The family smiles and
say she can, when sheés a |ittle bit ol der.
Mother alerts kid for the fact that school is very important. That his grades should be
good, not only good at football but also at school.

The camera goes from one person to another, as they are talking.

[TV: subjective camera, like if the user was sitting with the family. Only sees cat when it
enters framing by climbing to the table. There are some details, complementary to the
story but not relevant for the main narrative, which will happen only on other devices.
This way we prevent the TV of feeling like he is missing out something important.]
[HMD: subjective camera, like if the user was sitting with the family. The HMD user can
look for the cat when he hears it]

[Tablet: icon indication of more info of each character. Each person at the kitchen has
a graphic ID: name, age, job, etc. User can look for the cat and see graphic ID about it
too. When he stops at Emilio the device vibrates, a call to action, so the user can click
for example on another video of Emilio and find out what it has done to the ham that
was at the kitchen table.

SCENE 3 AND 4

STREET AND METRO

Time: 2 to 3 minutes

Camera: 360° (first person view)

The kid is walking with a sports bag to the metro station. It is a short walk.

[TV: user sees the kid perspective (subjective camera). Icon alerting for more info on
other devices.]

[HMD: subjective camera. User can see the street, other people passing by, neighbors
saying hello as it was for him. A portal appears with a map (left side in the HMD)
indicating his location. Portal already showing coach preparing the field for the
practice.]

[Tablet: can see the street (arrows that indicate the ability to move around, other
people passing by, see graphic info of the neighborhood, ex: the location of the kid and
the location of the field, how far he is.]

The kid enters the subway and sits down with a ball in his hands. The ball falls.

[TV: user first hears someone talking and then sees the person who catches the ball
and returns it to the kid.]

[HMD: user can see the subway and where does the ball go. Another kid (a team
colleague: Fabio) catches the ball and starts talking to the user has if he was David.]
[Tablet: can see the subway and where does the ball go. Another kid (a team
colleague: Fabio) catches the ball and starts talking to the user has if he was David.]
Fabio returns the ball to David and sits next to him.

SCENE 5

DRAGON FORCE LOCKER ROOM

Time: 20 to 30 seconds

Camera: 360°

At this scene all wusers will feel what iitos
dialogs, just the kids getting ready for the practice. They talk, laugh, joke around. The
purpose is for the users to feel the atmosphere, like a sneak peek.

Users hear a whistle and watch the kids running to the field, leaving the locker room
empty.

Kids getting into the locker room. All the kids playing around and heading to the field
when they hear a whistle.
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SCENE 6
THE FIELD i INTERVIEW
Time: 3 to 4 minutes
Camera: 360°
At the field, the kid starts talking about himself.
Kid:
|l 6m David, 1 o6m 14 years old and this is my | efH
All users can hear the other kids laughing out loud and saying: Next Messi;He 6 s t he
bestt , é
[TV: user can hear the other kids but only when the plan changes they are able to see
them.]

[HMD: when he hears the other kids, user understands that he can move his head to
see the others kids, the field and the surrounding areas. Possibility to insert a portal
with the option for closer view.]

[Tablet: user can see the others kids, the field, the surrounding areas. Dragon Force
logo appears. If he taps on the logo, it will show extra info about the football school.]
The interview is conducted between coach and player. They are changing the ball
while they are talking. They run, laugh, make and answer questions.

When the coach asks who is his favorite player, David answers Messi. As he talks
about him, images of the international football player start to appear in the screens in
different ways.

[TV: user can see the change of focus between ea
footage appears on other devices, alerting for him to connect to the tablet to watch it.]
[HMD: user can see an icon indicating that he can chose the point of view (from the kid,
from the coach); or switch from the kid to the coach by turning his head. A portal
appears with footage from Messi (archive item).]

[Tablet: user can see both of them or just one of them. When the kid starts talking
about Messi, the user can see an icon alerting for other video of Messi, with all the
player outstanding statistics (goals, awards, etc.); icon to go back at any time to the
main narrative.]

SCENE 7

THE SCHOOL GAME

Time: 2 minutes

Camera: 360°

Shots of the game between Davidodébs team and anot
the shot changes to the goalkeeper. He jumps to stop the ball but it just passes right

trough. GOAL!

[TV: user can see the change of focus between ea
Watches the normal replay.]

[HMD: usercanchoos e t he camerads point of view (from t
audience or in the field).]

[Tablet: At the replay, user can chose from two points of view: from the team bench

and after the goal. A portal appears on the left, indicating heart rate and kilometers run

by kid. iteration 1: footage of similar goals of top players.]

SCENE 8

FAMILY INTERVIEW

Time: 30 seconds

Camera: 360°

The family is in the car, driving home. During the trip, they talk about the game, how

exciting it was to see David leading his team to victory.

[TV: user can see each person when they are talking. followst he director ds choi
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[HMD: user i s Aseatedo in the backseat, I i ke i
view, he can rotate the head and see the kid and his sister, one in each side. In front,

he can see the mother and father. Can look away through the window.]

[Tablet: user can look away through the window, can focus on one person.]

SCENE 9

THE SCHOOL

Time: 2 to 3 minutes

Camera: 180°+180°

Another day. David is at school. Classroom shot. Omni camera shoots the class and
the recess (playing football, of course).

[TV: user can see a master shot of the classroom with transitions to close-ups of the
students and teacher.]

[HMD: user can see the students side of the classroom (180°) and the teacher side
(180°). Teacher is talking about a mathematical concept. When the user focus on the
teacher the board becomes a portal with graphic footage of a calculation: using
extrapolation, the teacher will calculate the physical and stamina conditions of the kid in
one month from here, if he continues his practices and training.]

[Tablet: user can see the students side of the classroom (180°) and the teacher side
(180°). Teacher is talking about a mathematical concept, the Pythagorean theorem.
User can go out or back to the classroom whenever he wants, fully aware of what he
missed.

The bell rings and all the kids run to the yard. The teacher tells David to wait a little
longer and starts talking with him.

[TV: user can see the students leaving the classroom. And then a transition to the
teacher/student conversation.]

[HMD: user can see the students leaving the classroom and can see them outside
playing but now at a certain distance. If he looks the other way, to the classroom, he
can see the teacher/student conversation. The user hears in surround both the kids
outside and the conversation inside. Depending on where he is focused, he hears the
sound louder. This will indicate the user that he can see both scenes by moving his
head in one direction or the other. Also, it can be added here the option to choose a
point of view in the conversation: from the teacher or from the kid.]

[Tablet: user can see the students leaving the classroom and can see them outside
playing but now at a certain distance. He can go outsider but he must be fully aware
that he will lose the conversation.]

The teacher tells David that although he is a great promise in football, he must not
forget to complete his studies. A football career is short and he must have the
knowledge to continue studying so he has a brilliant future even after his career in
sports.

David thanks his teacherbd6s advice and says he
also university graduates and he wants to do the same.

[TV: user can watch the conversation.]

[HMD: user follows the conversation. When David talks about other football players
who graduated, a portal appears with footage of famous footballers who finished
college.]

[Tablet: can choose between watching the conversation of watching the kids playing
outside.]

David leaves the classroom to meet with his colleagues. He comes back and says to
the teacher:

Teacher, 1 would like you to come one day to watch a game.

Even if you donét | i ke football

He then runs to the field.
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SCENE 10

THE PROFESSIONAL GAME

Time: 1 minute

Camera: 360°

The kid goes to a big game (FC Porto) as the ball boy. He is next to the pitch. We can see his
viewpoint, we feel his enthusiasm and admiration for the players and for the game.

[HMD:userwat ches the game in the kiddéds point of
players that pass by. Can pause this information.]
[Tablet: userwat ches the game in the kidbdbs point of

the previous games between those two teams.]

Suggestion for additional scene: user can see the match at different places: from balcony, next
to the pitch, behind the goal, at the bench. he can see/choose replays, the list of the team
players that are on the game, etc.

END CREDITS
End credits appear graphically with extra footage of the making of.

[HMD: Watches the kids playing outside with end credits above and a portal showing
the making-of.]

[Tablet: Watches the kids playing outside with end credits above. Links for the
companies who created the documentary and video of the making-of.]

2.1.4 Application of  content format requirements in pilot 1

Taking the professional content format requirements liste®?2 into consideration, the next
step was to practically realise these principles in the concrete pilot scenario. In this section, we
show how the requirements have been incorporated in the actual shooting of pilot 1.

RegardingR.2.1.1The content creatoshall take into account that VR experiences are about
LINE&ASyO0Sz @ &hé maindpradti¢alSchidSideration was on how to place the 360°
cameras in function of two main aspects (in order of importance): story, spatial environment.
Our primary conceriis to respect whatever the story needs, and to define where the cameras
should be from a story point of view. Then, how does this work in relation to the available space?
Because the ImmersiaTV production workflow for pilot 1 is based on simultaneousnghob

shots for the different devices, the space has to accommodate for things like hidden cameras
and crew, which inherently is limiting the available space. In order to avoid imposing a subjective
point of view on the user, we decided to take the camatto a neutral point of narrative action

in order to create a unprejudiced view of the scene. In scenes such as the locker room (scene 5)
and the classroom (scene 9), the user is put right in the middle of the action.

RegardingR.21.2 The content creatoshall be able to use gamification paradigms to improve
the storytelling for VR this was not implemented in pilot 1 scenario, for multiple reasons. The
main focus of the first pilot was to successfully create the fully synchronised content throughout
the three devices. In order not to jeopardize the viability of pilot, interactive portals had to be
put aside. However, in later versions of the pilot, interaction has been gradually and successfully
introduced.

A particular requirement that has been essahtihroughout the creative process of pilot 1 is
R.21.3 The content creator shall make proportionaleusf VRGAY 230 KSNJ g2 NRaz
everything in VR. This became clear quite early in the ideation process when we conducted tests
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to see how 360° videoould work in combination with traditional TV content. Instead of filming
the narrative in the same mind set of directive content, the approach was to identify the added
value of VR in each specific scelmescenes such as the subway tram (scene 4) ofabitball

game (scene 10), we opted to go with the atmosphere of the environment and to stay near the
characters. Covering the game itself in 360 (which might look logic at first) would have created
a totally different and probably less valuable experience

This is connected tR.21.4The content creator shall be able to play with the viewing angle and
viewpoints.By getting insights in the appropriate and proportional use of VR for each scene, we
were also able to control the different angles throughohie tdifferent scenes. Although a 360
multicam approach would have yielded better results, this requirement was successfully
implementedin pilot 1.

Another aspect that is as crucial in traditional 2D storytelling as in 360° video is visual balance

and rhyttm, which is linked tav ®H dmdc ¢ KS O2y iSyd ONBFG2N akKl f €
good balance between static and dynamic sh@scause camera movements easily can pose
nausearelated and also technical problems, we opted for the opposite approadettthe

action take place in a moving environment, e.g. subway tram (scene 4) and car (scene 8). In these
scenes, the misen-scene is actually moving and the camera follows the narrative.

R.21.7 The content creator shall take care of tibalance betwer guidance and freely looking
around,is a very experimental feature in the context of pilot 1, and for the whole Immersia TV
project. Not only are we crafting a TV and 360° narrative, but at the same time the experience
on the HMD itself has to be desighgery carefully. The content creator can indicate that there

is interesting content on another device, but this has to be done in a balanced way which makes
it a quite hard challenge. When incorporating guidance elements in the HMD experiences, it
becameclear that too much emphasis on guiding elements can break the connection between
viewer and narrative.

RegardindR2.1.8The content creator shall apply good usage of transitions and cuts in VR
storytelling,we used a fairly common (but effective ) waystart and end the story: fading

from black and fading to black before cutting directly to the end credits (using the score to
correctly time it). For the transitions between scenes, we (initially) opted for luma matte
transitions which provided a somewhtichlike style of going from one omnidirectional scene
to another. In order not to disrupt the user abruptly, by suddenly taking him to another scene,
a type of transition that is halfway between a cut and a fade seemed to be the most
appropriate one.

R2.1.10The content creator shall give the user the choice when to switch between dé&vices,
directly linked to the ImmersiaTV concept, i.e. to have synchronized content across devices.
Best example of this is in the pilot is the fade to black beforedbtbfill game scene that both
provide a natural transition between two acts of the story, while also allowing the user to
transition between devices, if they wish to.

R2.1.11The content creator shall not mix TV storytelling with VR storyteHiimge wedo not
want the omnidirectional view to simply be a 36@8rsionof the point of view shown in the
TV, we opted fodifferent viewpoints as often as the situation allowed Ih pilot 1, wealways
made a clear distinction of what works and is parthaf TV storytelling and what belongs in
the VR realm.

R.2.1.12 Apply interactivity via portagsnot incorporated in pilot 1, but is part of its successor
pilot 1.5 based on a multicam approach: a menu with graphical icons on the tablet device
serves as podl to different views from multiple omnidirectional cameras. In the HMD view,
screenshots of the different camera views are turned into round shapes and distributed in the
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360 scene. The user can look around and has the possibility to access other tgntent
triggering that portal.

R2.1.13The content creator shall be able to include extra graphical content in the HMD
interfacehas also be implemented in pilot 1 by adding indicative signs of available content on
the HMD device to the TV experience.

2.2. Live event

In this sectionwe introduce the selected use case, the key concepts and a reference scenario
for the live ImmersiaTV pilst(pilot 2 and 3)The detailed considerations will form the basis for
the production and end user scenarios (Section 3), @ctinical specifications and software
requirements (Section 4) that have to be developed and elaborated in order to create immersive
and synchronized mukdevice content experiences in a live scenario.

2.2.1. Candidate Pilot Use Cases

From the user requirementgD2.1, D2.2) and feedback gathered during ImmersiaTV
demonstration activitiesat IBC and NEMhe most interestinguse cases to be considered for
the live pilotscenario are:

- live sports coverage
- live music programme or show

In each casgthe aim is to further enhance an already wé@kwed popular live eventelated
programme with complementarand unique omnidirectional content in the head mounted
display where the viewer can experience the evdayt choosingrom different viewpoints hat
are preselected by the director, at any moment during the ewvexgerience While the viewer
should be able tavatch the entire event ithe HMDif he wants to, the starting point is rather
a television broadcast during which the HMD can be put orgzhss to get an addeglalue
experience along the event coverage.

This means that for instance even sports that are considered less suited for 360° content
experiences, such as football (because of the larger viewing distances), are still suitable
candidaes for the ImmersiaTV concept, as long as they have the potentigkafiding
interesting omnidirectional shotat specific momentalong the play (e.g. near the goal, next to

the coachjn the locker room).

Delivery ofadded value in the HMD while natterfering with the overall event experience that
in manycasewill bemainly driven by already very good TV content, is another notable facet
take into accountHere, a important aspecties inthe availability of sufficienbccasionsand
time momentsduring theevent to switch devices and story context without breaking the overall
G Ff 2 6 éstorg @xpeliehc®.

In accordance with the ImmersiaTV Dad$ynchronized omnidirectional and directive coverage

of alive cyclocros&xperience is selected as the reference demonstrator scenario for pilot 2 and

will be further elaboratedin this deliverable Cyclocross is a very popular winter sport in
Flanders, with one or two television broadcasts per weekend that reach high viégrings (up

to 1,5million viewers for the most important races) ahiyjh market share (up to 80%) in the

period of October until FebruarRaces last about one hour, with2 § K G0 KS YSy Qa | yR
racebeing broadcast.

For live pilot 3, an entertainmershow, music contest or alike will be selected.
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2.2.2. Key pilot concepts

In this section, wentroduce the key concepts of the erid-end workflow related to thdive
pilot content scenario (see Sectidh2.3 that together will create and determine the overall
content experience.

2.2.2.1. Combination of different live 360 camera
systems

One of themain goas of the live pilotis to find a good combination of traditional directive
cameras and complementary 360 cameras to achieve a coherent and -aadieel multidevice
experience Specifically for themnidirectional cameras setp, the idea is to test and optimize
possible combinations of different types of 360 camera and stitchohgiens. From a content
perspective, the challenge is to assign and adapt the right camera to the right scenes and
standpoints.More concretely we consider the use of following live camera equipment:

- integrated Orah 4i cameras developed by VideoStitch

- anewmodulardistributedcamera system developed by iMinds/EDNhich will consist
of edge capture, replay and peamera processing unit¥he units can be adapted to
specific capturing circumstances such as cyclocross treER Studio.Onecameras
include 1x 360 camera and 8x 4K camera with 170° field of view

- GoPro/Elmo rigs combined with VahanaVR

For placement ifbetweena largeaudience, the Orah 4i camera is best suited. It has a small
form factor, and due to its black color it does not attrattention. In additional it only needs a

single cable (with a GoPro rig of 6 cameras, 12 cables are needed for live scenarios). The Orah
stitching box can be placed up to 100 meters (good Ethernet cable) or more (fibre connection).

GoPro rigs require a cgmater running VahanaVR quite close to camera through HDMI cables,
which is not convenient in crowded places. Compared to Orah 4i, there are no specific
advantages related to the use of GoPro rigs except if there is need to beyond 4K@30 fps.

The Studio.One360° camera is besuited for overview and atmosphere shots, e.g. from a
central location on the circuit. Th8tudio.onel70° cameras provide more detail, and are
suitable to capture interesting viewpoints along the circuit where there is not too manydcro

Both Orah 4i and GoPro/ElImo cameras are not waterproof, a factor that has to be taken into
account for the pilot as well. The Studio.One camera can be made relatively-pvatdrwith
kitchen foil.

In contrast to pilot 1, simultaneous shooting omméatitional and (traditional) directive content
impose no specific restrictions on how to shoot in each of the envisioned use cases. Specifically
for the cyclocross pilot, people at the event itself are already used to the presence of capturing
devices and ther material to capture the event along the track. Therefore it is anticipated that
this will not disturb the HMD experience neither, and no special camera placement
requirements have to be taken into account for this matter.

2.2.2.2. New live production tooling

The aim is to demonstraté¢he ImmersiaTVenabledequivalent of alive directorproduction
tooling environment, whichis complementary to existing live production solutions, providing
the followingmainfeatures:

- Preconfiguration and customizationof 360 scene compositions féfMD before the
event, dynamically adaptable during the event. Within these scene compositions, user
interaction points to specific camera viewpoints can be defined (graphical icons, portals)
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- Live transitions for omnidirectiat and directive content

- Live preview of HMD experience for operator

- ¢KS 2LISNIG2NI Aa ofS G2 LINRPOARS dzaSNJ SELX 2N
viewer

- The operator can define content for second screen (e.g. interactive mosaic pointing to
omnidirectional or directive viewpoints)

In live pilot 3, an advanced version of the live production tool will be developed with the
following two main additions:

- enablingreplaysandrepetitions or additional offline content e.g. event highlights. In
case specific replays are activated by several HMD viewers at different points in time,
these HMDs will not be in sync temporarily.

- adlowing different scene laput configurations (e.g. location and number of
portals/icons, type of iteractions) per omnidirémbal view

2.2.2.3. Enhanced live event experience

From a content perspective, the main purpose of the live production toolirtg igeate a
synchronized mukR S A OS SELISNASY OS GKF{G LXI&a GKS FAYyS ¢
in storytelling on the diffrent devices, and free user exploration of the event in the HMD

without breaking the overall event experienceThe aim is to provide seamless transitions

between devices, not only technically but also from a content point of view. The use of different

devices should give the viewer an enhanced experience compared to traditional tv vidwing.

pilot 3, the user will bable toswitch on main TV audio and/or binaural audio from the scene

location, potentiallymixing the two signalsAs such the viewer willebable to finetune their

immersive experience in terms of combined storytelling and feeling of presence at the location.

2.2.2.4. Interaction within and between devices

The targetedplatformsfor live ImmersiaT\¢ontent experienceare:

- Television
- Second scree(tabletor smartphoné
- Head mounted display

The main milestone to achieve is synchronilreelcontent delivered across these three devices
in particular betweernrVand HMD The followinginteraction mechanisms, both between and
within devices, can be tak into account to specify the reqements in terms of interaction

- Head Mounted Display:

8) The viewer is presente@60° content in an HMDwith graphical icom used as
interaction points in overlay. User interaction with them®ns can activate new
cameraviewpoints e.gby looking intothe icon for a certain time durationor by
clicking a button on the HMD.

9) Portals as part of the HMD experience can be considered as well, but should be used
with care(i.e. not overlap with odisturbthe main HMD experiem). Portals can be
interactive or static. In generajraphical icon are preferred over portals live pilot
content experiences. An example portal application can be a window on the TV
content. Optionally, looking at @uldswitch to a TV view in thdMD, with an insert
that allows switching back to omnidirectional viel. pilot 3, we envision the
positioning of portals in relation to actual placement of omnidirectional cameras.
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Real camera coordinates need to be represented in the 360° scene icea8gsas
illustrated inFigure4.

Physical locations of 360 cameras |

CamB

Part of 360 scene: views from different cameras
and placement of portals in real coordinates of the scene

Figure4 - Assumingcameras are placed in a 366cene (various colars represent different physical background).
If the view from camera A is selected, portals to Cam B and Cararthe placed on top of their real background
(specific angle).

- Second screen (tablet):

10) A tablet usercanseeboth traditional TV content and omnidirectional shots. In the
latter caseheisl 6 f S (2 af 221 2dzi 2F GKS FNIYSé &ah
dragging with the fingers on the tablet). For tablets, it would be enough to point this
fact with a visual markuperimposed on the content
11) A multi-camera selection menwith the availableomnidirectional stream®n the
second screeftablet). Clicking on one of themnidirectional streams in the mosaic
enable 360 playout of the selected scene on the tablet. Thera possibility to
trigger the selected content on the HMD, e.g. as entry content when a viewer puts
on the VR goggles.

- Television:

12) The TV shows aotification if there is particularly interesting omnidirectional
O2yiSyiG Ay GKS | aBnotifiatiodB<0 dhavisD@on BektabletO S v & ¢ K
Optionally, this omnidirectional content can be shown as an insert on the television
by a specific action on the tablet HMD (pilot 3)

2.2.2.5. Optimized quality of experience

Quiality is one of the most decisive fard in the experience of omnidirectional content.
Technical parameters such as bitrate, resolution, frame rates, and artefacts such as coding
distortions, video stalling and delays can bring down the targeted quality of experigmgmnd
interaction and feedback mechanism between a fémle loggingbased quality metric system

on the one hand and the ImmersiaTV encoder at the other hand, should optimize the end user
experienceThis includes the adaptation of content encoding takimg account the technical
limitations of the network and the endser devices and the stability of the transmission
channel. To maximize the quality of experience, the technical parameters should be
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continuously adapted depending on the computationaldoaf the displaydevices and the
network bandwidth and stability.

2.2.3. Live pilot content scenario

2.2.3.1. Live pilot 2

For the live pilot2, the aim is to demonstrate a synchronized mdkivice experience of a
Flemish cyclocross in theinter of 20172018 one that § already capture@nd broadcasby
VRT for regular television broadcast. In October and Novermier typically covers 5 cyclocross
races, which leaves some rodmthe final selection of the pilot race, taking irdecountthe
weatherforecast in order® avoidrainy conditiongused camera systems are not rain resistant).
Most of these races have an attractive race circuit contairsiogne spectacula passages or
obstacles. These are the points of interest that are particularly interesting for 360 vieasng
GKSaS @ASglLIRAYylGa OFy @ANIdzZ tfe& GiNIyaLllNIDé
cyclocrosgaceat the most interesting circuitbocations Notethat even for spectators on the
spotthese locationsre difficult to reach due to the massive gence of the crowd in such races
(especially on points of interests).

[«
R
N>

How a cyclocross is traditionally captured

A typical cyclocrossircuitcovers an areaf aboutone square kilometer, and is captured by 15
to 20 (depending on the circuit and thiportance of the race) traditional TV camer@ee
Figureb). The liveTV broadcast is operated from a cent@Bvan, whichis located somewhere
on or near the cirait. The video signals of the different HD cameras are transportadriax
cable to the CCUs in the control room where-8IDI streams are generaté@CN connections)
From the incoming feeds the operator selects the output TV signal that is transrtted+ w ¢ Q a
main building (contribution over the air, or via satellitBesides the producer, the director and
his team, other tech personnel in the truck is taking care of the shadkrpmixer, sound mixer

.. About five assistants handle the equipmenidk. A video assistant hedghe director on the
field, cameramen handle the cameras along the circuit. In total, a team -@050eople take
care of the overall capture.
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Figure5: Camera plan for cyclocross capturing (HamBwgium)

The ImmersiaTV cabinet

Inthe live cyclocross pilptve plan to add aadditional cabinetloseby the existingOB truck in
order to house the ImmersiaTV crew and the live productiord distributiontooling. A safe
assumption wecantake is tha a second operator is anyhow needed when creating additional
live content for head mounted display, eviéoperations are mostly preconfiguredext to the
incoming omnidirectional streamany directiveHDcamera streanof the regular tv capturing
can ke made availabldor ImmersiaTV purposefn particular the output TV signal can be very
useful to build a bridge between the story on tv and within the HWIe following ImmersiaTV
crew members are foreseen:

- Cameramersetting up anchandling the cameragn the field

- Video assistant that can move around the circuit in communication tivétdirector
- Directorand teamhandling live production tooling before and during the race

- Tech peoplgaking care of infrastructure equipment

- Tech people taking care ahinersiaTV components of eftd-end flow

For the pilot, Neviofibased fibre sets with breaéut boxes both at camera and control car side
can be used to transport the ImmersiaTV camera output signals to the car.

Referencecyclocrosgilot content scenario

Fom the end user requirements (D2.1) and professional user requirements (D2.2), we introduce
the following referencepilot content scenariofor a live cyclocross racdn this scenario we

2 Nevion¢ www.nevion.com
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particularly focus on the HMD experience that enriches the tv egpes.Figure6 depicts the
targeted end user experience.

When choosing to follow the race in the head mounted display, the viewer gets an
omnidirectionalentry view of the action that can either be a precfigured viewpoint, the
RANBOG2NNaE OK2AO0S 2NJ GKS LINBJA 2dza IdéallyyteN: (KS
transition between the tv and the HMD experience should be as seamlessly as possible, also

from a content point view.

N

A
HEAD OF THE RACE

N e LSRN SN '.:‘,A‘ =
Figure6: ImmersiaTV HMD experience for live cyclocross

From the entry view, the user is free to select #rr viewpoint. In the example, they can
choose from4 cameras in the field that providemnidirectional) content at particular
interesting or spctacular passagesnfdditionalcameraview can befrom a drone view giving
an elevated overview of part of the circult user interface,le different camera viewpoints
are represented bygraphicalicons, each having a label clarifying from whiohation on the
circuit the content is circuit. In the upper right corner, probably a bisalé of central imaga
the view, a map further helpthe viewerwhere to situate the different cameras.

The pilots aims to offer exceptional viewpoints in thiglBi at the first place, rather than follow

the main actionof the race ass the caseén the tv reportage. The pace of scene changes is also
expected to beconsiderablylower in order to achieve real immersion. The challeng&is
balancethe user exploratin ofparticular viewpoinsfor a longer period in time, arat the same

time to addressadequatelythe fear of missing out important race events. In order to
accommodate this specific challenge, we foresee to insepodal view on the television
content (see Figure7, typically showing the main actioor headof the race), which can be
activated from the map by user interactio/e should pay attention that this ptal content is

well placed (e.g. aside from main zone of interest, but still within eye reach) so it does not
interfere improperly with theprimaryomnidirectional video.
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Figure7: Portal showing head of the race (tv) content

In order tofurther address thdear of missing outhe main race events or incidentsg can add
the following directordriven elements to the HMD experien¢gee also Sectioh.2.2.2:

- Offering the viewer the option to switdbetweenfree exploratiorandR A NB Ol 2 NR&a OK2 J
viewing modeln the latter casethe director selects the most interesting viewpoint to
watch, and presents it to the viewer

- Indicating which camra is currently offeringthe most interesting content, by
highlighting theiconrepresenting that camera.

- aAEAY3 GKS O02YYSyidl G2NDna @2A0S8S 6AGK GKS Yo
are combined good race storytelling on tv, presence in the race in HMBreover, as
soon as anything particularly interesting happens, the viewer can easily put ¢fiviie
and follow the action on the main screen.

- Giving the director the ability to switch camerawpoints on and offaccording with
the specific race situation (start, finish, interview afterwards). This can avoid that
viewers watch uninteresting content and lose their interest in the head mounted display
experience

Other potentially interesting ewpoints include an inside view in the control car, an interview
on the circuit by the moving reporteafterrace interviews in changing room,

2.2.3.2. Live pilot 3

For the live pilot 3, we aim to demonstrate an advanced version of synchronizeddaviltie
experience of a liventertainmentshowor music event, preferably indoors for practical reasons

(in particularto facilitate Studio.One capturing). The selectiofithis event has to be approved

by the production departmen{TV or Radig)and isnot yet decided at this momenHowever,

this has no consequences on defining the user scenarios, software requirements and technical
specifications for live pilot 3.
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Genet f f & aLISIF{Ay3dIs (GKS LINBLINFdGA2Yy O02NBFYATFGAZ2
capturing phase of a live entertainment show is largely similar to a live sports event (cyclocross).

The main difference is that a live show comes witletailedcall sleet, reflecting the production

schedule which follows the different events during the sh&milar to the camera plan for the

cyclocross circuit, a detailed venue plan including stage and audience area is used to prepare

the capturing of the event (placeenmt of cameras etc..). For the end user, in contrast to pilot 2,

the free exploration mode will be emphasized comparedtte RA NBE O 2 NR&a OK2A 0SS ¢
interaction design will be refine@individual portal configuration per scen&nd the concept of

replays will be introduced.

As a reference scenario for live pilot 3, think of the Eurovision song fegtigate8 and Figure

9 depict the targeted end uséiMD experienceln addition to the interactive live experien,

the viewer has to option to initiate replays of passed songs, hereby mixing live ashehaand
content in the HMD experience. In the new view (replay), the scene configuration is different:
the viewer has the option to return to the live show or optidly select a replay of another
country, which happens to be popular amongst viewers. At any stage of the experience, the
viewer can pause the live stream and resume playing at their convenienbe. live experience,

if anything spectacular or unexpedavould hagpene.g. backstage while a viewer is watching
FNRBY GKS ao0Sad aSridéeésr GKS RANBOG2NI Oy aSyT2ND!
Generally speaking however, the spirit of the live pilot 3 is to intervene as little as possible to
clear the way for maximal user freedom and interactivity. The whole is prowidtbdan extra
degree ofimmersion by providing ambisosisound to the HMD viewer.

Figure8 - Concept of replays in live ImmersiaTV experience.
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